
THE REASONABLE EFFECTIVENESS
OF ROLES IN NETWORKS

Tina Eliassi-Rad 
tina@eliassi.org @tinaeliassi

Supported by NSF, DTRA, DARPA, IARPA, DOE/LLNL & WaPo Labs



Complex Networks are Ubiquitous 

Technological Networks

Information Networks

Social Networks

Biological networks

Internet NY State Power Grid

Map of Science

Friendship HP Emails

Contagion of TBFood Web
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What are Roles?
• Functions of nodes in the network

• Similar to functional roles of species in ecosystems

• Roles are defined in terms of structural behaviors

• What is your connectivity pattern?

• To what kinds of individuals are you connected?
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Example of Roles in an IP ⨉ IP Network

The types of neighbors that are connected to 
a given host are indicators of the host’s role.
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Node sizes indicate 
communication 

volume relative to 
the central node in 

each frame.

Web Peer-to-PeerDNS



Each Node has a Mixture of Roles 
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Research Questions
1. How are roles different from communities and 

from positions/equivalences (from sociology)? 

2. Given a network, how can we automatically 
discover roles of nodes?

3. How can we make sense of these roles?

4. Are there good features that we can extract for 
nodes that indicate role-membership? 

5. What are the applications in which these 
discovered roles can be effectively used? 
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Roles & Communities are Complementary
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RolX * Fast Modularity†

* Henderson, et al. 2012; † Clauset, et al. 2004 

Roles
(similar structural properties)

Communities
(well-connectedness)



Roles are Similar to Positions from Sociology

• Two nodes with the same position are in an 
equivalence relation

• Equivalence, Q, is any relation that satisfies these 
three conditions:

• Transitivity: (a,b), (b,c) ∈ Q⇒ (a,c) ∈Q

• Symmetry: (a, b) ∈ Q if and only if (b, a) ∈Q

• Reflexivity: (a, a) ∈Q
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Taxonomy of Equivalences from Sociology
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Equivalences

Deterministic

Regular

Automorphic

Structural

Probabilistic Stochastic



Roles find Regular Equivalences
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Equivalences

Deterministic

Regular

Automorphic

Structural

Probabilistic Stochastic

[Everett & Borgatti, 1992]

Two nodes u and v are regularly equivalent if 
they are equally related to equivalent others.



Finding Roles in a Network
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Node × Node 
Matrix

Recursive 
Feature 

Extraction

Node ×
Feature Matrix

Role 
Extraction

Node × Role
Matrix

Role × Feature
Matrix

f dim space

n dim space

r dim space

n >> f >> r

[Henderson et al., 
KDD 2011]

[Henderson et al., 
KDD 2012]



Finding Roles in a Network
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Node × Node 
Matrix

Recursive 
Feature 

Extraction

Node ×
Feature Matrix

Role 
Extraction

Node × Role
Matrix

Role × Feature
Matrix

f dim space

n dim space

r dim space

n >> f >> r

[Henderson et al., 
KDD 2012]

[ReFex:
Henderson et al., 

KDD 2011]



ReFeX: Recursive Feature Extraction
• [Henderson et al., KDD 2011]

• Recursively combines node-based features with 
egonet-based features to output regional features
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ReFeX 

Local Egonet Recursive 

Neighborhood 

Regional 

1411# 0# 1# 2# 1# 0# 0# 0# 1# 1# 0# 1# 0# 0# 1# 1# 2# 2#
1410# 0# 1# 1# 1# 0# 1# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
338# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 1# 0# 0# 0#
339# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
1415# 0# 1# 1# 2# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 1# 1# 1#
941# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1414# 0# 1# 1# 1# 0# 1# 0# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
942# 0# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
1413# 0# 1# 1# 1# 0# 1# 1# 0# 0# 0# 0# 0# 1# 1# 0# 1# 1#
1412# 0# 0# 0# 0# 0# 0# 0# 1# 2# 0# 1# 1# 0# 0# 1# 2# 0#
940# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 1# 0# 1# 1# 1#
1419# 0# 0# 1# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 1#
945# 0# 1# 4# 3# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 1# 3# 1#
332# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1418# 0# 0# 1# 0# 0# 0# 0# 1# 0# 0# 0# 1# 2# 0# 1# 0# 1#
946# 0# 1# 1# 0# 0# 1# 0# 1# 0# 0# 0# 1# 4# 0# 1# 1# 2#
333# 0# 0# 0# 0# 1# 0# 1# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0#
1417# 0# 1# 1# 1# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 1# 1# 1#
943# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
330# 1# 3# 2# 0# 1# 2# 2# 0# 2# 2# 2# 0# 3# 1# 0# 2# 5#
1416# 0# 1# 1# 1# 1# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 1# 1#
944# 0# 1# 4# 2# 0# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 3# 1#
331# 0# 3# 2# 1# 0# 1# 0# 0# 2# 0# 2# 0# 2# 0# 1# 2# 5#
949# 0# 0# 0# 0# 2# 0# 0# 1# 0# 1# 0# 1# 0# 0# 0# 0# 0#
336# 0# 0# 0# 0# 2# 0# 0# 1# 1# 1# 1# 1# 0# 0# 0# 1# 0#
337# 1# 1# 1# 0# 0# 1# 2# 0# 1# 1# 1# 0# 1# 1# 1# 1# 1#
947# 1# 0# 0# 0# 2# 0# 1# 0# 0# 2# 0# 1# 0# 1# 0# 0# 0#
334# 0# 0# 0# 1# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0#
948# 0# 0# 0# 0# 0# 1# 0# 1# 1# 0# 1# 1# 1# 0# 1# 1# 0#
335# 0# 0# 0# 1# 0# 0# 0# 0# 0# 0# 0# 0# 0# 0# 1# 0# 0#
531# 1# 0# 0# 0# 1# 0# 2# 0# 0# 2# 0# 0# 0# 2# 0# 0# 0#

N
od

es
 

EGO

a b

c

d
e

f

g



ReFeX: Recursive Feature Extraction
• [Henderson et al., KDD 2011]
• Recursively combines node-based features with 

egonet-based features to output regional features

• Neighborhood features: What is your connectivity pattern?
• Recursive Features: To what kinds of nodes are you connected?
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ReFeX: Structural Features
• Local 

• Essentially measures of the node degree

• Egonet
• Computed based on each node’s ego network
• Examples

• # of within-egonet edges
• # of edges entering & leaving the egonet

• Recursive 
• Some aggregate (mean, sum, max, min, …) 

of another feature over a node’s neighbors
• Aggregation can be computed over any 

real-valued feature, including other recursive features
Lawrence Livermore National Laboratory Keith Henderson 9
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ReFeX (continued)
• Number of possible recursive features is infinite
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ReFeX (continued)
• Number of possible recursive features is infinite
• ReFeX pruning
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ReFeX (continued)
• Number of possible recursive features is infinite
• ReFeX pruning

• Feature values are mapped to small integers 
via vertical logarithmic binning
• Log binning places most of the 

discriminatory power among sets 
of nodes with large feature values

20
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Figure 2: Vertical logarithmic binning of a feature value.

follows. For feature f
i

, the p |V | nodes with the lowest f
i

value
are reassigned f

i

value 0. If there are ties, it may be necessary to
include more than p |V | nodes. Next, p fraction of the remaining
nodes are assigned f

i

value 1, and p of the remaining nodes after
this are assigned value 2. This is repeated until all f

i

values have
been replaced by integer values between 0 and log

p

�1(|V |) (see
Figure 2).

We choose logarithmic binning for all features based on the ob-
servation that many graph properties exhibit power law distribu-
tions [1]. In particular, logarithmic binning always places most of
the discriminatory power among sets of nodes with large feature
values. This is reasonable, given that we expect to be able to make
better predictions about active nodes for which we have many ob-
servations than nodes for which we only have a few.

Once a set of features has been generated and binned, ReFeX
looks for pairs of features that do not disagree at any vertex by more
than a threshold s. We call such a pair of features s-friends. To
eliminate redundant features, we construct a feature-graph, whose
nodes are features and whose links are s-friend relations. Each
connected component of this graph is replaced by a single feature.
When possible, we retain “simpler” features, i.e. features generated
using fewer recursive iterations.2

If a recursive iteration results in no retained features, ReFeX halts
and reports the retained feature values from each of the previous
iterations. Note that a feature retained in iteration k may not be
retained in iteration k + 1, due to recursive features connecting
them in the feature-graph. In this case, we still record and output
the feature because it was retained at some iteration.

2.3 Parameters
ReFeX requires two parameters: p, which is the fraction of nodes

placed in each logarithmic bin, and s, which is the feature similarity
threshold.

The parameter p takes a value between 0 and 1, inclusive. In-
creasing p too close to 1 reduces the number of bins and increases
the effective pruning aggressiveness, which can lead to a loss of
2It may be the case that two features are not similar enough to
be joined in the feature graph, but reside in the same component
because of a chain of similar features between them. We exam-
ined feature graphs for a number of data sets and found that this
does occur. However, any other choice of criterion for joining fea-
tures (cliques, community discovery algorithms, etc.) would be
similarly heuristic and probably include outside cases that are un-
satisfactory. Any of these criteria could be used in place of the
connected-components criterion, however; we use connectedness
for its simplicity and ease of computation.

discriminatory power. Decreasing p to near 0 can generate many
bins and retain many features during pruning, which can increase
runtime significantly. In our experiments, we found p = 0.5 to be
a sensible choice – with each bin containing the bottom half of the
remaining nodes. We also found that the results were not sensitive
to the value of p as long as its value was not near 0 or 1.

For s, ReFeX uses relaxation at each iteration. For small graphs
( 100K nodes), ReFeX uses s = 0 for the initial iteration (to
generate neighborhood features). This effectively retains any fea-
ture that does not totally agree with another feature in logarithmic
bin values. For larger graphs (> 100K nodes), the initial value of s
may be increased if computational resources are insufficient to gen-
erate the full set. On each subsequent iteration, ReFeX increased s
by 1. This ensures that the process will halt after no more than
log

p

�1(|V |) iterations, since the maximum value of any feature is
s at that point.

2.4 Computational Complexity
Let n be the number of nodes, m be number of edges, M = max-

imum degree, f = number of features, and d
i

= degree of node i.
Computational complexity of ReFeX can be divided into two steps:
(1) computation of neighborhood features, and (2) computation at
each subsequent iteration. Computation of neighborhood features
is expected to take O(n) for real-world graphs. See Lemma 1 for
details. At each subsequent iteration, ReFeX takes O(f(m+ nf))
time, where f ⌧ n. The space requirement is O(m+ nf).

Lemma 1. The computation of neighborhood features takes O(nM ✏).
Proof. For brevity, we only give a sketch of the proof:P
(u!v)2E

degree(u) ⇡
R

M

1
n ⇤ d(✏�1)

i

@d
i

⇡ nM ✏.
✏ = 3�↵ for real-world graph with power-law degree distributions
with exponent ↵. However, since ↵ is typically in the range 2 <
↵ < 3 for real-world graphs [3], 0 < ✏ < 1. ⌅

3. FEATURE EFFECTIVENESS ON
NETWORK CLASSIFICATION

We describe experiments on within- and across-network classifi-
cation using features from ReFeX.

3.1 Data
IP-A and IP-B are real network-trace data sets collected roughly

one year apart on separate enterprise networks. The nodes are IP
addresses and the links are communications between the IPs. The
IP-A trace begins at midnight on day 1 and continues up to 12pm
on day 5. The IP-B trace begins at midnight on day 1 and continues
up to ⇡5pm on day 6.

For days 1-4 of the IP-A dataset (IP-A1 to IP-A4), we extract
flows in the period from 12pm-1pm. We exclude day 5 because the
trace ended at 12pm. For IP-B, we extract flows from 12pm-1pm
for day 3 only. We then label all flows using a payload signature-
based classification tool. Once network flows are labeled, we trans-
fer labels to hosts by selecting the most frequent class labels from
among the host’s flows. The payload classifier can distinguish be-
tween over 15 classes of traffic (e.g., Web, DNS, SMTP, P2P).
However, since we found that 3 classes (namely, Web, DNS, and
P2P) made up the dominant traffic type for over 90% of the labeled
hosts, we remove all other labels and focus on the 3-class classifi-
cation problem. Table 1 summarizes the data that we extracted.

3.2 Classifiers
To test the predictive ability of ReFeX’s features, we use the log-

Forest model described by Gallagher et al. [11]. The logForest is a
bagged model, composed of a set of logistic regression (LR) clas-



ReFeX (continued)
• Number of possible recursive features is infinite
• ReFeX pruning

• Feature values are mapped to small integers 
via vertical logarithmic binning
• Log binning places most of the 

discriminatory power among sets 
of nodes with large feature values

• Look for pairs of features whose 
values never disagree by more than a threshold
• A graph-based approach

• Threshold automatically set

• Details in the KDD’11 paper
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We choose logarithmic binning for all features based on the ob-
servation that many graph properties exhibit power law distribu-
tions [1]. In particular, logarithmic binning always places most of
the discriminatory power among sets of nodes with large feature
values. This is reasonable, given that we expect to be able to make
better predictions about active nodes for which we have many ob-
servations than nodes for which we only have a few.

Once a set of features has been generated and binned, ReFeX
looks for pairs of features that do not disagree at any vertex by more
than a threshold s. We call such a pair of features s-friends. To
eliminate redundant features, we construct a feature-graph, whose
nodes are features and whose links are s-friend relations. Each
connected component of this graph is replaced by a single feature.
When possible, we retain “simpler” features, i.e. features generated
using fewer recursive iterations.2

If a recursive iteration results in no retained features, ReFeX halts
and reports the retained feature values from each of the previous
iterations. Note that a feature retained in iteration k may not be
retained in iteration k + 1, due to recursive features connecting
them in the feature-graph. In this case, we still record and output
the feature because it was retained at some iteration.

2.3 Parameters
ReFeX requires two parameters: p, which is the fraction of nodes

placed in each logarithmic bin, and s, which is the feature similarity
threshold.

The parameter p takes a value between 0 and 1, inclusive. In-
creasing p too close to 1 reduces the number of bins and increases
the effective pruning aggressiveness, which can lead to a loss of
2It may be the case that two features are not similar enough to
be joined in the feature graph, but reside in the same component
because of a chain of similar features between them. We exam-
ined feature graphs for a number of data sets and found that this
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bins and retain many features during pruning, which can increase
runtime significantly. In our experiments, we found p = 0.5 to be
a sensible choice – with each bin containing the bottom half of the
remaining nodes. We also found that the results were not sensitive
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Let n be the number of nodes, m be number of edges, M = max-

imum degree, f = number of features, and d
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= degree of node i.
Computational complexity of ReFeX can be divided into two steps:
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Lemma 1. The computation of neighborhood features takes O(nM ✏).
Proof. For brevity, we only give a sketch of the proof:P
(u!v)2E

degree(u) ⇡
R

M

1
n ⇤ d(✏�1)

i

@d
i

⇡ nM ✏.
✏ = 3�↵ for real-world graph with power-law degree distributions
with exponent ↵. However, since ↵ is typically in the range 2 <
↵ < 3 for real-world graphs [3], 0 < ✏ < 1. ⌅

3. FEATURE EFFECTIVENESS ON
NETWORK CLASSIFICATION

We describe experiments on within- and across-network classifi-
cation using features from ReFeX.

3.1 Data
IP-A and IP-B are real network-trace data sets collected roughly

one year apart on separate enterprise networks. The nodes are IP
addresses and the links are communications between the IPs. The
IP-A trace begins at midnight on day 1 and continues up to 12pm
on day 5. The IP-B trace begins at midnight on day 1 and continues
up to ⇡5pm on day 6.

For days 1-4 of the IP-A dataset (IP-A1 to IP-A4), we extract
flows in the period from 12pm-1pm. We exclude day 5 because the
trace ended at 12pm. For IP-B, we extract flows from 12pm-1pm
for day 3 only. We then label all flows using a payload signature-
based classification tool. Once network flows are labeled, we trans-
fer labels to hosts by selecting the most frequent class labels from
among the host’s flows. The payload classifier can distinguish be-
tween over 15 classes of traffic (e.g., Web, DNS, SMTP, P2P).
However, since we found that 3 classes (namely, Web, DNS, and
P2P) made up the dominant traffic type for over 90% of the labeled
hosts, we remove all other labels and focus on the 3-class classifi-
cation problem. Table 1 summarizes the data that we extracted.

3.2 Classifiers
To test the predictive ability of ReFeX’s features, we use the log-

Forest model described by Gallagher et al. [11]. The logForest is a
bagged model, composed of a set of logistic regression (LR) clas-
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Role Extraction: Feature Grouping
• Soft clustering in the structural feature space

• Each node has a mixed-membership across roles
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• Soft clustering in the structural feature space

• Each node has a mixed-membership across roles

• Generate a rank r approximation of V ≈ GF
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Role Extraction: Feature Grouping
• Soft clustering in the structural feature space

• Each node has a mixed-membership across roles

• Generate a rank r approximation of V ≈ GF

• RolX uses NMF for feature grouping 
• Computationally efficient

• Non-negative factors simplify 
interpretation of roles and memberships
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Figure 1: Role discovery and community discovery

are complementary approaches to network analy-

sis. Left: The 4 roles that RolX discovers on the

largest connected component of the Network Science

Co-authorship Graph: “bridge” nodes (as red dia-

monds), “main-stream” nodes (gray squares), etc -

see text. Right: The 22 communities that Fast Mod-

ularity [6] finds on the same co-authorship graph.

Roles capture node-level behaviors and generalize

across networks whilst communities cannot.

way to determine similarity between nodes by com-
paring their role distributions.1

– Sense-making: The structural roles of RolX can
be understood intuitively by summarizing their
characteristics (NodeSense) and their neighbors
(NeighborSense).

• Automation: RolX is carefully designed to be fully au-
tomatic, without requiring user-specified parameters.

• Scalability: The runtime complexity of RolX is linear
on the number of edges.

We want to emphasize that RolX as a role discovery ap-
proach is fundamentally di↵erent from (and complementary
to) community detection: the former groups nodes of similar
behavior; the latter groups nodes that are well-connected to
each other.

Figure 1 depicts the di↵erence between role discovery and
community discovery for the largest connected component of
a weighted co-authorship network [25]. RolX automatically
discovers 4 roles vs. the 22 communities that the popular
Fast Modularity [6] community discovery algorithm finds.
RolX is a mixed-membership approach, which assigns each
node a distribution over the set of discovered, structural
roles. The node colors for RolX correspond to the node’s
primary role, and for Fast Modularity correspond to the
node’s community. Our four discovered roles represent these
behaviors: “bridge” nodes (red diamonds) representing cen-
tral and prolific authors, “main-stream”nodes (gray squares)
representing neighborhoods of bridge nodes, “pathy” nodes
(green triangles) representing peripheral authors with high
edge-weight, and “tight-knit” nodes (blue circles) represent-
ing authors with many coauthors and homophilic neighbor-
hoods.

The rest of the paper is organized as follows: proposed
method, experimental results for the mining tasks outlined
above, related work, and conclusions.
1
RolX is a mixed-membership approach, which assigns each

node a distribution over the set of discovered roles.

2. PROPOSED METHOD
Given a network, the goal of RolX is to automatically dis-

cover a set of underlying (latent) roles, which summarize the
structural behavior of nodes in the network. RolX consists
of three components: feature extraction, feature grouping,
and model selection.

2.1 Feature Extraction
In its first step, RolX describes each node as a feature vec-

tor. Examples of node features are the number of neighbors
a node has, the number of triangles a node participates in,
etc. RolX can use any set of features deemed important.
Among the numerous choices for feature extraction from
graphs, we choose the structural feature discovery algorithm
described in [15] since it is scalable and has shown good per-
formance for a number of tasks. For a given node v, it ex-
tracts local and egonet features based on counts (weighted
and unweighted) of links adjacent to v and within and ad-
jacent to the egonet of v. It also aggregates egonet-based
features in a recursive fashion until no informative feature
can be added. Examples of these recursive features include
degree and number of within-egonet edges, as well as ag-
gregates such as “average neighbor degree” and “maximum
neighbor degree.” Again, RolX is flexible in terms of a fea-
ture discovery algorithm, so RolX ’s main results would hold
for other structural feature extraction techniques as well.

2.2 Feature Grouping
After feature extraction, we have n vectors (one per node)

of f numerical entries each. How should we create groups of
nodes with similar structural behavior/features? How can
we make it fully automatic, requiring no input from the user?

We propose to use soft clustering in the structural feature
space (where each node has a mixed-membership across var-
ious discovered roles); and specifically, an automatic version
of matrix factorization.

Given a node-feature matrix V
n⇥f

, the next step of the
RolX algorithm is to generate a rank r approximation GF ⇡

V where each row of G
n⇥r

represents a node’s membership
in each role and each column of F

r⇥f

specifies how mem-
bership in a specific role contributes to estimated feature
values. There are many methods to generate such an ap-
proximation (e.g., SVD, spectral decomposition) and RolX

is not tied to any particular approach. For this study, we
chose Non-negative Matrix Factorization because it is com-
putationally e�cient and non-negative factors simplify the
interpretation of roles and memberships.

Formally, we seek two non-negative low rank matrices G
and F to satisfy: argmin

G,F

kV �GFk
fro

, s.t. G � 0, F � 0,
where || · ||

fro

is the Frobenius norm. The non-negativity
constraint generally leads to a sparse, part-based represen-
tation of the original data set, which is often semantically
more meaningful than other factorization methods. While
it is di�cult to find the optimal factorization of a matrix be-
cause of the non-convexity of the objective function, several
e�cient approximation algorithms exist (e.g., multiplicative
update [18] and projective gradient decent [20]). RolX uses
multiplicative update because of its simplicity. It is worth
pointing out that RolX can naturally incorporate other vari-
ants of matrix factorization such as imposing sparseness con-
straint on F and/or G by incorporating some regularization
terms in the objective function [10]). RolX can also use a
general Bregman divergence [8] to measure approximation
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Role Extraction: Model Selection
• Roles summarize behavior

• Or, they compress the feature matrix, V

• Use MDL to select the model size r that results in the best 
compression
• L: description length
• M: # of bits required to describe the model
• E: cost of describing the reconstruction errors in V – GF
• Minimize L = M + E
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Role Extraction: Model Selection
• Roles summarize behavior

• Or, they compress the feature matrix, V

• Use MDL to select the model size r that results in the best 
compression
• L: description length
• M: # of bits required to describe the model
• E: cost of describing the reconstruction errors in V – GF
• Minimize L = M + E

• To compress high-precision floating point values, RolX combines 
Llyod-Max quantization with Huffman codes

• Errors in V-GF are not distributed 
normally, RolX uses KL 
divergence to compute E

30
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Making Sense of Roles
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Applications of role discovery
37

Task Use Case

Role query Identify individuals with similar behavior to a known 
target

Role outliers Identify individuals with unusual behavior

Role dynamics Identify unusual changes in behavior

Re-identification Identify individuals in an anonymized network

Role transfer Use knowledge of one network to make predictions in 
another

Network 
comparison Determine network compatibility for knowledge transfer

Exploration in
role space Exploratory analysis of network data in the role space

… …
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An Interactive Market Map of the Big Data Space

• http://demo.relato.io/oreilly and http://demo.relato.io/public
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Roles Generalize Across Disjoint Networks
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Figure 4: RolX provides better generalization per-

formance between enterprise IP networks A and

B (mean accuracy of RolX =85%, Feat=71%, p-

value=0.01).
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cation accuracy using RolX (over all 4 test sets) by
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is right in the middle of the peak accuracy range shown in
Figure 5. Figure 6a shows that the model selection crite-
rion used by RolX is highly correlated with classification
accuracy (Pearson correlation is -0.91). Figure 6b shows the
default RolX model selection criterion decomposed into its
constituent parts. Model cost is the cost associated with
representing the model itself while error cost is the cost of
representing the di↵erences between the original feature val-
ues and the estimated feature values reconstructed using the
model. As expected, we see a consistent increase in model
cost and a consistent decrease in error cost as the number
of roles increases.

Figure 7 shows that IP tra�c classes are well-separated
in the RolX “role space”, with as few as 3 roles (extracted
from the original 373 structural features). Note that we
achieve even better separation with the automatically se-
lected model size of 9 roles (see Figure 4), but we can only
clearly visualize up to 3.

We omit for brevity the “sensemaking” table for the 3-role
IP experiment. It shows that Roles 1 and 2 are lower-volume
IPs while Role 3 is high-volume servers or P2P nodes. Role
3 contains nodes of all three types (Web, DNS, P2P). This
Role is overloaded since the model size of 3 is not as predic-
tive as larger model sizes (see Figure 5).

Reality Mining Device data: Using the Reality Mining
Device dataset, we conducted two sets of transfer learning
experiments. The first set of experiments involves a binary
classification task where we try to predict whether a given
subject is a business school student or not. The second
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Figure 6: RolX ’s model selection is e↵ective: (a)

Classification accuracy is highest when RolX selec-

tion criterion is minimized. Red markers indicate

the peak performing model sizes of 7-11 roles (b)

RolX ’s model selection criterion balances model size

and reconstruction accuracy.

set is similar, where we try to predict whether a subject
is a graduate student in the Media Lab or not. As train
and test sets, we used each pair of consecutive months in
our dataset. In Figure 8, we show the accuracy of RolX .
The Baseline is a classifier that learns to always predict the
majority class of the training set on the test set. The time
labels denote the month for the train data, and the month
following that is used as the test data. We also use all the
data in 2004 and 2005 as train and test data, respectively.
Notice that RolX outperforms the baseline classifier most of
the time with an average of 83% and 76% accuracy for the
two experiment sets, respectively. We notice that RolX ’s
accuracy drops when September and May data is used as
training, possibly because these months correspond to the
start and end of the school semesters; the behavior of the
subjects would be generally di↵erent than usual in these
months, thus providing not as much predictive information
as the other months would.

4. STRUCTURAL SIMILARITY
Here we describe experiments in which RolX is used for

its most basic task: grouping nodes based on their structural
similarity.

4.1 Network Sciences Coauthorship data:
Our first data set is the weighted Network Science Co-

authorship Graph with 1589 authors (from the network sci-
ence community) and 2743 weighted edges [25]. Figure 9
shows (a) the role-colored graph (where each node is col-

49

IP-A1 IP-A2 IP-A3 IP-A4 IP-B 

# Nodes 81,450 57,415 154,103 206,704 181,267 

% labeled 36.7% 28.1% 20.1% 32.9% 15.3% 

# Links 968,138 432,797 1,266,341 1,756,082 1,945,215 

(# unique) 206,112 137,822 358,851 465,869 397,925 

Class 
Distribu-

tion 

IP#A1&Class&Distribu1on&

Web$ DNS$ P2P$

49



2nd Generation Algorithms for Role Discovery
• GLRD: guided learning for role 

discovery
• [Gilpin et al., KDD 2013]

• DBMM: dynamic behavioral 
mixed-membership model
• [Rossi et al., WSDM 2013]

• RC-Joint: simultaneous detection 
of communities and roles 
• [Ruan & Parthasarathy, COSN 2014]

• Motif-Role-Fingerprints
• [McDonnell et al., PLoS ONE 9(12), 

2014]

• Dynamic inference of social roles 
in information cascades
• [Choobdar et al., DMKD 29(5), 2015]

• MRD: multi-relational role 
discovery
• [Gilpin et al., ArXiv 2016]

• DERM: dynamic edge role mixed-
membership model 
• [Ahmed et al., ArXiv 2016]

• A combinatorial approach to role 
discovery
• [Arockiasamy et al., ICDM 2016]

• …
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Multi-relational Role Discovery (MRD)
• Moving beyond simple networks
• Suppose you have a multi-relational networks
• Example: Congressional co-sponsorship data
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Figure 5: How multi-relational graphs are created
from the congressional cosponsors data. Nodes in
this graph represent congressional representatives
and the edge weights show how often two represen-
tatives cosponsor a bill assigned to a committee (e.g.
Agriculture, Education). Therefore, there is a rela-
tion for each committee.

multi-relational graphs. Across the di↵erent congresses the
one factor that does change is the set of elected representa-
tives elected during each. Putting this altogether the multi-
relational graph we study is a person⇥ person⇥ committee

tensor such that the entry at (i, j, k) indicates how often
congressman i and j cosponsored a bill that was sent
to committee k for a particular congress. This graph has
many underlying complexities in terms of groups of congres-
sional representatives who work together (i.e., party-based
and tenure-length based), the roles that congressional rep-
resentatives play (e.g., focused and generalist), and the re-
lationships of the various bill areas (e.g., science-focused,
business-focused). It is important to note that though
we use feature based role discovery, the features are
constructed from ReFEx [11] and are features of the
graph topology, not of the underlying entities.

7.1 Quantitative Results
Here we attempt to answer several questions with quan-

titative results. It is important to note that feature based
role discovery can address these questions but block model
based role discovery cannot.

• Can we use multi-relational role discovery to address
the re-identification problem?

• Can transferring roles help produce more accurate pre-
dictions?

• Does the embedding in the multi-relational role space
produce more meaningful predictive results than com-
bining the multiple relations into one?

The re-identification problem is to discover the same indi-
vidual in multiple graphs. Amongst the first 10 congresses
there are approximately 200 congress-people who serve in
all. We construct 10 graphs with only these individuals and
perform multi-relational role discovery on each graph sep-
arately. We then transfer the set of the roles found in the
first graph to simplify the remaining graphs which has the
e↵ect of embedding all the nodes in the 10 graphs in a com-
mon role space. Since each individual will appear 10 times
in the role space we can measure how well our method re-
identifies people. This is performed using 9-nearest neighbor

Number Re-ident.
of Roles Accuracy (Var)

2 32.3% (5.2)
5 43.1% (4.3)
10 53.6% (3.9)
15 65.9% (3.1)
20 67.3% (2.5)

Table 2: The re-identification accuracy of identifying
a congress-person after embedding in a common role
space.

Previous k Party Experience
Congresses Accuracy Accuracy

0 53.1% 19.3%
5 65.4% 45.8%
10 73.8% 54.0%
14 78.4% 59.9%

Table 3: The predictive accuracy of k-nearest neigh-
bor. We transfer roles found in the previous k

congresses to create a richer role space/description.
The entry for k = 0 is the baseline of performing no
transfer of roles.

and reporting the fraction of the nearest neighbors that are
the same person as the node. We average these results to
estimate the re-identification accuracy and repeat the exper-
iment by transferring in the roles found in the second graph,
third graph and so on to obtain the variances as shown in
Table 2. The interpretation of the best result is that we can
re-identify the same person with a two thirds accuracy.
Our second question is the use of feature based roles to

perform transfer learning. Transfer learning involves trans-
ferring in knowledge to solve a di�cult target problem. Here
we shall take the novel approach of using the roles as the
transfer mechanism by transferring in roles learnt from one
congress (graph) to another. Our experiment involves ap-
plying our multi-relational role discovery method to find k

roles in each of the 15 congresses (graphs). We transfer in
the roles used in earlier congresses by applying algorithm 1
but not solving for F (the roles). If we do this for all l prior
congresses we can e↵ectively embed the last congress in a
k.l role space. We can then use this expanded role space to
solve a number of classification problems. We use the simple
k-nearest-neighbor algorithm for prediction to clearly show
the benefits of our role representation. Table 3 shows exper-
imental results for 10-fold cross validation to predict party
(Democrat vs Republican) and discretized experience. We
discretize experience into small (0-9 years), medium (10-19
years) and long (20-30 years). We report positive transfer
which is the increase in predictive accuracy over not using
any transfer learning.
To answer our final question we use a number of multi-

label data sets 1. We can convert these into a multi-relational
graph by stating that two instances have a relation if they
share the same label. We can then simplify these multi-
relational graphs into a regular graph by counting the num-
ber of relations two instances share to measure the a�nity
between them. We chose eight data sets from this collection
with a wide number of labels (relations) and embed them

1
http://mulan.sourceforge.net/datasets-mlc.html

[Gilpin et al., ArXiv 2016]



No longer have an adjacency matrix
• We have a person × person × committee tensor

• Entry at (i , j, k) indicates 
how often congress-person i and j
co-sponsored a bill that was sent 
to committee k for a particular 
congressional committee
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business-focused). It is important to note that though
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constructed from ReFEx [11] and are features of the
graph topology, not of the underlying entities.
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Here we attempt to answer several questions with quan-

titative results. It is important to note that feature based
role discovery can address these questions but block model
based role discovery cannot.

• Can we use multi-relational role discovery to address
the re-identification problem?

• Can transferring roles help produce more accurate pre-
dictions?

• Does the embedding in the multi-relational role space
produce more meaningful predictive results than com-
bining the multiple relations into one?

The re-identification problem is to discover the same indi-
vidual in multiple graphs. Amongst the first 10 congresses
there are approximately 200 congress-people who serve in
all. We construct 10 graphs with only these individuals and
perform multi-relational role discovery on each graph sep-
arately. We then transfer the set of the roles found in the
first graph to simplify the remaining graphs which has the
e↵ect of embedding all the nodes in the 10 graphs in a com-
mon role space. Since each individual will appear 10 times
in the role space we can measure how well our method re-
identifies people. This is performed using 9-nearest neighbor
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and reporting the fraction of the nearest neighbors that are
the same person as the node. We average these results to
estimate the re-identification accuracy and repeat the exper-
iment by transferring in the roles found in the second graph,
third graph and so on to obtain the variances as shown in
Table 2. The interpretation of the best result is that we can
re-identify the same person with a two thirds accuracy.
Our second question is the use of feature based roles to

perform transfer learning. Transfer learning involves trans-
ferring in knowledge to solve a di�cult target problem. Here
we shall take the novel approach of using the roles as the
transfer mechanism by transferring in roles learnt from one
congress (graph) to another. Our experiment involves ap-
plying our multi-relational role discovery method to find k

roles in each of the 15 congresses (graphs). We transfer in
the roles used in earlier congresses by applying algorithm 1
but not solving for F (the roles). If we do this for all l prior
congresses we can e↵ectively embed the last congress in a
k.l role space. We can then use this expanded role space to
solve a number of classification problems. We use the simple
k-nearest-neighbor algorithm for prediction to clearly show
the benefits of our role representation. Table 3 shows exper-
imental results for 10-fold cross validation to predict party
(Democrat vs Republican) and discretized experience. We
discretize experience into small (0-9 years), medium (10-19
years) and long (20-30 years). We report positive transfer
which is the increase in predictive accuracy over not using
any transfer learning.
To answer our final question we use a number of multi-

label data sets 1. We can convert these into a multi-relational
graph by stating that two instances have a relation if they
share the same label. We can then simplify these multi-
relational graphs into a regular graph by counting the num-
ber of relations two instances share to measure the a�nity
between them. We chose eight data sets from this collection
with a wide number of labels (relations) and embed them

1
http://mulan.sourceforge.net/datasets-mlc.html
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groups they play those roles in. The novelty of our method
over existing implementations of Tucker decomposition in
classic tensor toolkits is that: i) We do not require factor
vectors to be orthogonal, ii) We enforce a non-negativity
requirement on the core of the decomposition and iii) We
enforce convex constraints on the core of the decomposi-
tion. Though existing tensor decompositions enforce non-
negativity on factors the existing tensor tool boxes: tensor
toolkit and nway do not facilitate non-negative cores.

The diagrammatic explanation of Equation 3 is shown in
Figure 2 and illustrates how it models these interactions.
Like PARAFAC and NMF, it is a rank one decomposition
which allows for an intuitive interpretation. A column in G

can be interpreted as an indicator vector for a group of peo-
ple. Similarly a column in F corresponds to a role definition
which is a group of features and a column in R corresponds
to a group of relations which we refer to as an R-group. Un-
like PARAFAC and NMF, a factor can be any combination
of the columns in G, F , and R. The core of the Tucker
decomposition (H) allows this complex interaction and re-
quires more explanation. It too is a order 3 tensor except the
modes are now directly interpretable as E-groups, roles, and
R-groups. An entry in the core at i, j, k means that E-group
i plays role j for R-group k with a given strength. Under-
standing and simplifying this core is critical to the success
of multi-relational role discovery using a Tucker decomposi-
tion.

In addition to a non-negative core we can place convex
constraints on the core which allows constraints such as:

• Sparsity constraints to ensure simpler to understand
explanations of the graph.

• Certain combinations of relations/entities cannot be
together (or must be together) in the same r-group/e-
group.

The formulation for our role discovery in multi-relational
graphs is shown in Equation 3.

argmin
G,F,R,H

||V �
X

i

X

j

X

k

h

ijk

⇤ gk � fk � rk||Fro

subject to: G � 0,F � 0,R � 0,H � 0

g

i

(H)  dHi , i = 1 . . . tH
where g

i

is a convex function

(3)

4. OUR MRD ALGORITHM
The Tucker decomposition has most often been described

as a higher order analog of principal component analysis
or singular value decomposition and is traditionally defined
with factor matrices being orthogonal. Among the most
popular tensor toolboxes, the Tucker model is often imple-
mented with orthogonality constraint on the factor ma-
trices (Tensor Toolbox [3, 2]) or with no constraint en-
forced on the core (Nway Toolbox [1]). Methods to over-
come some of these limitations [13, 17] extend the classical
multiplicative update procedures proposed for NMF [15],
but are known to converge slowly near stationary points
[16]. Since the alternating least squares (ALS) method is
known as the “workhorse” algorithm for PARAFAC [14] and
is empirically demonstrated to be competitive among many
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Figure 2: The Tucker decomposition for role dis-
covery. The factor matrices can be interpreted as:
groups of features (role definitions), groups of enti-
ties (E-groups), and groups of relations (R-groups).
The Tucker core shows how the roles/E-groups/R-
groups interact in the multi-relational graph and can
be viewed itself as a hyper-graph which we call an
example of an interaction graph.

existing methods [21], we implement our own version of non-
negative Tucker decomposition using an alternating non-
negative least squares (ANLS) scheme.
Let V be the tensor to be decomposed. Denote the fac-

tor matrices by G,F and R and the core tensor by H. In
each iteration we optimize over each of G,F,R and H in
turn while fixing all others as constants. When G is being
optimized, the objective can be written as:

argmin
G�0

kV
G

�GH
G

(R⌦ F)T k
Fro (4)

where V
G

is the matricization of V in the first mode and ⌦
is the Kronecker product. The sub-problems when F and
R are being solved for have the exact same form but with a
di↵erent variable being optimized. In addition it is generally
desirable for the entries in the core to indicate the weights
of each coupling of factors. Thus we normalize the columns
of G,F and R once they are solved. When we solve for the
core H, rewriting the tensors in vectorized form turns the
objective into:

argmin
H�0

kvec(V)� (R⌦ F⌦G)vec(H)k
Fro

s.t. g

i

(H)  dHi , i = 1 . . . tH
(5)

where vec(·) is the vectorization of a tensor and g

i

are convex
constraints on the core. Our overall solver is summarized in
Algorithm 1 and code will be made publicly available. We
employ the fast non-negative least squares (NNLS) solver
particularly designed for tensor decomposition [4] when we
solve sub-problems (4) and (5). For the terminating con-
dition we adopt the common practice for ALS which stops
when the relative change in objective between successive it-
erations is small enough.
Algorithm Complexity and Parallelization Our al-

gorithm is an example of alternating least squares with each
step being e�ciently solvable using least squares solvers.
Since tensor decomposition is well known to be intractable,
we provide an estimate of our algorithm’s run time to con-
verge to a good local minima. The algorithm like most ten-
sor decomposition algorithms has linear complexity with re-
spect to the number of factors, modes and size of the core.
The simplicity of the ALS algorithm has the benefit that
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Experiments
• Data from U.S. House of Representatives 
• Bill co-sponsorship data from 1979 

(the start of the 96th Congress) to 
2009 (the end of the 110th Congress)

• 15 committees, for which there 
were legislation in each congress from 
96th to 110th

• 110th Congress (from 2007-09)
• 453 representatives & 10,613 bills

• Average degree in aggregated graph = 8.37

• Median value of average degree across 
committee co-sponsorship graphs = 0.48
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Groups of representatives
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Group 1 of representatives
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E-group 1
Name Party Exp

Millender-McDonald D 11
Obey, David D 38
Tsongas, Niki D 0
Speier, Jackie D 0

Faleomavaega, Eni D 18
Meehan, Martin D 14
Edwards, Donna D 0
Visclosky, Peter D 22
Hoyer, Steny D 26
Foster, Bill D 0

(a) Democrat seniority. Hoyer was the
majority leader. Characterized by large
number of collaboration with many
representatives largely in 3rd R-group
(Ways and Means).

E-group 2
Name Party Exp

Hensarling, Jeb R 4
Boehner, John R 16

Thornberry, Mac R 12
Broun, Paul R 0

Shadegg, John R 12
Hastert, Dennis R 8
Scalise, Steve R 11
Latta, Robert R 6
Flake, Je↵ R 6

McCrery, Jim R 14
(b) Republican seniority. Boehner
was minority leader at the time.

E-group 3
Name Party Exp

Cooper, Jim D 16
Johnson, Henry D 0

Ryan, Tim D 4
DeGette, Diana D 10
Engel, Eliot L. D 14
Doggett, Lloyd D 12
Pastor, Ed D 16

Meek, Kendrick D 4
Murphy, C. D 0

Crowley, Joseph D 8
(c) Active largely in R-group (5th)
but with multiple roles. The 5th R-
group is dominated by the agricul-
ture committee.

E-group 4
Name Party Exp

Hall, Ralph R 16
Rodgers, Cathy R 2
Myrick, Sue R 12
Issa, Darrell R 6

Drake, Thelma R 2
Kuhl, Randy R 2
Poe, Ted R 2

Boozman, John R 6
Conaway, Michael R 2

Wamp, Zach R 12
(d) Working with many representa-
tives (high degree) but not often (low
weight) on R-group 5.

E-group 5
Name Party Exp

Jackson-Lee, Sheila D 12
Cohen, Steve D 0
Hare, Phil D 0

Grijalva, Raul D 4
English, Phil R 12

Honda, Michael D 6
McCotter, Thaddeus R 4

Filner, Bob D 14
Hinchey, Maurice D 14
Gonzalez, Charles D 8
(e) Mixed party membership

Figure 7: Samples of congressional representatives from each E-group (found in in the 110th Congress
Cosponsorship Graph) along with their party a�liation and years of service in U.S. House of Representatives
at beginning of congress (2007).
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More insights into Group 1
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E-group 3
Name Party Exp

Cooper, Jim D 16
Johnson, Henry D 0

Ryan, Tim D 4
DeGette, Diana D 10
Engel, Eliot L. D 14
Doggett, Lloyd D 12
Pastor, Ed D 16

Meek, Kendrick D 4
Murphy, C. D 0

Crowley, Joseph D 8
(c) Active largely in R-group (5th)
but with multiple roles. The 5th R-
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Drake, Thelma R 2
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tives (high degree) but not often (low
weight) on R-group 5.
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Role Transfer in MRD
• Extract roles on one multi-relational network

• How well do the extracted roles transfer to another multi-
relational network?
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Why are Roles Effective in Many Applications?

• Encode complex behavior 
• Map nodes into a useful lower dimensional 
space

• Generalize across networks
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Lots more to do …
• An in-depth study on properties of these latent role 
spaces

• Information spread through roles
• How roles affect influence & susceptibility?
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Lots more to do …
• An in-depth study on properties of these latent role 
spaces

• Information spread through roles
• How roles affect influence & susceptibility?

• Combining physics of networks (PoN) with the 
mining of graphs (MoG)
• What are the functional roles in an ensemble of 
networks?

• How do we incorporate functional roles from 
instances of networks into PoN models?
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Papers, Tutorials, Code
• Papers at http://eliassi.org/pubs.html

• Tutorials at http://eliassi.org

• Open-source code at https://snap.stanford.edu/snap-2.3/ 

• Role discovery is joint work with 

• LLNL (Keith Henderson & Brian Gallagher) 

• CMU (Christos Faloutsos, Leman Akoglu et al.)

• Google (Sugato Basu)

• UC Davis (Ian Davidson et al.)
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WOMAN IN COMPUTING
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GHC: Grace Hopper Celebration of 
Women in Computing
• https://ghc.anitaborg.org

• Sponsored by 
• Anita Borg Institute for 

Women in Technology

• Association for Computing 
Machinery (ACM)

• Backstory from Wikipedia
“In 1994, Anita Borg and Telle Whitney founded the Grace Hopper 
Celebration of Women in Computing. With the initial idea of creating a 
conference by and for women computer scientists, Borg and Whitney 
met over dinner, with a blank sheet of paper, having no idea how to 
start a conference, and started to plan out their vision.”
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History of GHC
• https://ghc.anitaborg.org

• 1st GHC in June 1994, 500 technical women attended

• 2nd GHC in 1997

• Held annually since 2006

• 15K attended the opening 
of the GHC 2016

• There is also a GHC India
since 2016
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GHC 2016, Picture from NY Times
http://nyti.ms/2qNa998 



CRA-W
• CRA-W: Computing Research Association - Committee on 

the Status of Women in Computing Research 
• http://cra.org/cra-w/
• Established in 1991 by 

Nancy Leveson and Maria Klawe
• Mission: “To increase the success 

and participation of women in computing research and 
education at all levels.”

• Known for their excellent career mentoring workshops
• Sponsors many conferences, programs, and projects 
• Offers fellowships and awards
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Women in Machine Learning (WiML)
• http://wimlworkshop.org/
• Idea started in NIPS 2005 when Hanna Wallach, Jenn 

Wortman Vaughan, Lisa Wainer, and Angela Yu shared a 
room

• Amy Greenwald helped Jenn, Hanna, and Lisa with the 
NSF proposal that funded the endeavor initially
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WiML’s Mission from http://wimlworkshop.org/
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WiML History
• 1st WiML in 2006

• Co-located with GHC
• Almost 100 participants (3 men!)
• Nearly 60 student presenters

• 2008: GHC à NIPS
• WiML 2015:

• Still co-located with NIPS 
• 265 registered participants 

(at capacity!) 
• 130 posters (200 submitted) 

Slide from Hanna Wallach 76



Diversity Matters
• The power of computation is constantly changing our daily 

lives
• open-source movement: the best way to design software that will be 

useful to many [people of diverse backgrounds] is to see it to it that it 
is programmed by many 

• Machine learning is so pervasive (big data, statistics, 
optimization, applied math, etc.) that it is all the more 
important that ML is diverse 

• While WiML is of course about women, our efforts increase 
diversity need to reach beyond only (white) women to all 
underrepresented minorities and to people of all (or no) 
sexual orientations

77Slide from Hanna Wallach



Diversity Matters (cont.)
• BPDM: Broadening Participation in Data Mining

• http://www.dataminingshop.com/

• Started in 2012

• Mission: “To foster mentorship, guidance, and 
connections of minority and underrepresented 
groups in Data Mining, while also enriching 
technical aptitude and exposure.”

• Workshop associated with data mining 
conferences, SIAM SDM and ACM KDD 

• Provides scholarships to attend conferences
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The Pretty-Good Present
• CVPR 2016:

• Organizers: 21 out of 26 organizers are women! 

• ICML 2015: 
• Invited speakers: 1 out of 3 invited speakers were women 
• Tutorials: 2 out 6 tutorials were given by (sole) women 
• Board: 5 out of 23 members of the current IMLS board 

are women 
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The Not-So-Good Present
• AISTATS 2015: 

• Invited speakers: 0 out of 4 invited speakers were women 
• Orals: 0 (?) out of 27 contributed talks were given by 

women 
• Attendees: 14 out of 251 attendees were women 

• COLT: 
• Invited speakers: Since 2004, 1 out of the 31 invited 

speakers have been women 
• Steering committee: 1 out of 10 on the steering 

committee is a woman
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The Not-So-Good Present (cont.): NIPS 2015
• Participants: 3600 total; 13.7% women (~500); 2.9% didn’t respond, 

83.4% men
• Tutorials: 0 women
• Invited speakers: 1 woman out of 6 invited speakers
• Orals: 3 out of 15 papers included a woman; 4 out of 50 authors were 

women 
• Symposia: 

• Deep Learning: 0/5 organizers are women; 0/23 PC members are women; 1/10 
talks list a woman (but not clear who is actually giving the talk) 

• Societal Impacts: 0/3 organizers are women; 0/9 speakers are women 
• Brains, Minds, and Machines: 0/3 organizers are women; 0/7 speakers are 

women 

• Boards: 0 out of 7 women on executive board; 3 out of 25 women on 
advisory board 
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The Future
• There’s still work to be done, but we can make a 
difference! 

• We have a strong community and we can work 
together 

• But we can’t do it alone: 
• Recruit strong male allies who aren’t afraid to 
speak up 

• Encourage ML conferences to appoint a 
“diversity chair” 

• Remember, gender is only one part of diversity 
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What Can You Do?
• Speak up and take action 
• Don’t get discouraged and don’t give up 
• Seek out help when you need it
• Form support networks 
• Promote your female friends and colleagues 

• Database of women in ML: 
https://sites.google.com/site/wimllist/ 
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Thank You!
• Contact info

• tina@eliassi.org

• @tinaeliassi
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